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Abstract
This study looks into how machine learning models for customer churn prediction in the

banking industry use uncertainty quantification and calibration analysis. With an emphasis on
predictive accuracy, probabilistic calibration, and profitability, the study contrasts three
sophisticated models: Random Forest (Deep Ensemble), XGBoost, and a Neural Network with
Monte Carlo Dropout. The assessment took into account both traditional and reliability-focused
criteria, such as AUC, F1-score, Brier score, projected Calibration Error (ECE), and projected
profit. The Random Forest model produced the most profit (118,000 AZN) with an AUC of 0.842
and an F1-score of 0.777. XGBoost displayed a moderate calibration variation (ECE = 0.088) but
somewhat increased the F1-score to 0.794. On the other hand, while having a lower F1-score
(0.631), the NN + MCDO model achieved the greatest AUC value (0.863) and the best calibration
consistency (ECE = 0.026). The results indicate that uncertainty-aware deep learning improves
probabilistic reliability and interpretability, whereas ensemble-based models are more effective for
profit optimization in banking decision systems.
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Kalibrloma va geyri-muayyanliyin giymatlandirilmasi vasitasilo bank miistarisi itkisinin
prognozlasdirilmasinin etibarhhiginin artirilmasi

M.E. Rahimov

Azarbaycan Texniki Universiteti (Baki, Azarbaycan)

Xulasa

Bu todqiqat bank sektorunda miistori itkisini (churn) prognozlasdirmaq {i¢iin istifads olunan masin
dyronmosi modellarinda geyri-muoayyanliyin giymatlondirilmosi va kalibrasiya analizinin rolunu arasdirir.
Is gorcivesindo prognoz dogigliyi, ehtimal ¢ixislarinin etibarlilig1 va iqgtisadi somoralilik baximindan ii¢
gabaqcil model — Random Forest (Deep Ensemble), XGBoost vo Monte Karlo Dropout ilo tokmillogdirilmis
Neyron Saboakasi miqgayissli sokilda tohlil edilmisdir. Qiymatlondirma prosesinda ham ananoavi performans
gostaricilari, hom da etibarliliq yoniimli metriklor, o cimlodon AUC, F1-6l¢i, Brier gostaricisi, Gozlanilon
Kalibrasiya Xotas1 (ECE) vo go6zlonilon monfoot nozoro alinmusdir. Naticoaloro asason, Random Forest
modeli 0.842 AUC v» 0.777 F1-6lci ilo on yliksak igtisadi naticoni (118,000 AZN) tomin etmisdir. XGBoost
modeli daha yliksok F1-6lgl (0.794) gistarsa da, orta saviyyali kalibrasiya sapmasi (ECE = 0.088) niimayis
etdirmigdir. Digor torafdon, NN + MCDO modeli nishaton asagi F1-6l¢lys (0.631) malik olsa da, on yiiksak
AUC gostaricisini (0.863) vo an yaxst kalibrasiya uygunlugunu (ECE = 0.026) olds etmisdir. Naticalor
gostarir Ki, geyri-miosyyanliyi nozaro alan dorin 0yronmo yanasmasi ehtimal oasasli prognozlarin
etibarliligini va interpretasiya imkanlarini artirir, ansambl asasli modellar isa bank gorarvermo sistemlorinda
monfoatin optimallagdirilmasi baximindan daha effektivdir.

Acar sozlar: bankg¢iliq, masin 6yronmasi, darin dyronmo, Random Forest, XGBoost, Monte Carlo
Dropout, kalibrasiya

IloBbllIeHNEe HATEKHOCTH NMPOTrHO3UPOBAHMS OTTOKA KJIHEHTOB B 0aHKOBCKOil cdepe Ha
OCHOBe KaJHOPOBKHU M KOJIMYECTBEHHON OLIECHKU HeolpeeJeHHOCTH

M.3. Paxumos

Azepbauioscanckuti Texnuueckuti Ynusepcumem (baky, Azepbaiioscan)

AHHOTAUA

B naHHOM wWccreoBaHWM aHATU3UPYETCS POJIb KATUOPOBKM M KOJMYECTBEHHOH OILIEHKH
HEOIPENENICHHOCTH B MOJEJSX MALIMHHOIO OOy4YeHHs], MCIIOJB3YyEMBIX Ui MPOrHO3UPOBAHUS OTTOKA
OaHKOBCKUX KiIHEeHTOB (Churn). TOYHOCTh M HAJEKHOCTH MPOTHO3UPOBAHUS PEIICHUH KIUEHTOB MMEIOT
KPUTHYECKOE 3HAYEHHUE JISi CTPATErMYecKOro IUIAHHPOBAHHUS U ONTUMH3AIUU NMPHOBLIH B OAHKOBCKOM
cekrope. B pamkax uccienoBanus ObUIH TPUMEHEHBI TPH MOJISIT MallMHHOTO 00y4eHus: Random Forest
(rmy6okuit ancam6ib), XGB0oOSt u HeiiponHas ceth ¢ ucnonb3oBannem Monte Carlo Dropout. Omenka
MoJIeJIel TPOBOJMIIACH HA OCHOBE KaK TPAJAMIIMOHHBIX METPUK IPOU3BOJAUTENFHOCTH, TaK M TIOKa3aTelNei
KanrOpOBKHU W HeompeeneHHocTH, Bkitovas AUC, F1-mepy, nokasarens Bpaiiepa, oxugaemyro omuoky
kanubpoBku (ECE) u nporHosupyemyto nmpubbuib. CoriiacHo MojydeHHbIM pe3yibraTam, Moaeas Random
Forest mpopemoncTpupoBana HauBbiciyto npuOslIs (118 000 AZN) npu cOanaHCHpOBaHHBIX 3HAYCHUSIX
AUC (0,842) u Fl-mepsr (0,777). Monenr XGBoost nmokaszana Haussiciiee 3HaueHue F1-mepsr (0,794),
OJIHAKO XapaKTepH3oBalIach yMmepeHHo# ommoOkoii kanubposku (ECE = 0,088). B cBoro ouepenn, Moaemnb
NN + MCDO obecneunia HamiTy4ilee COOTBETCTBHE BEPOSTHOCTHBIX MPOTHO30B PEaJbHBIM YaCTOTaM,
MPOIEMOHCTPUPOBAB MUHUMANIBbHYI0 omKOKy kamuopoku (ECE = 0,026) u Haussiciiee 3Hauenne AUC
(0,863), necmotpst Ha Oomee Hu3koe 3HaueHWe Fl-mepsr (0,631). PesynpraThl mOKa3pIBalOT, YTO y4ET
HEOIPEJENICHHOCTH B MOAENSX INIyOOKOro OoOy4YeHHsl IMOBBIMIAET HaJEKHOCTh W HHTEPIPETHPYEMOCTD
BEPOSITHOCTHBIX TPOTHO30B, TOTJa Kak aHcamOjeBble Mojenu Ooyiee dPQPEKTUBHBI C TOYKH 3PEHHUS
ONITUMH3AIIUH MTPUOBUIHA B CUCTEMAaX OaHKOBCKOTO TIPUHSTHS PEIICHHH.

Kurouessle ciioBa: 0aHKOBCKMI1 CEKTOp, MaIIMHHOE 00yuYeHue, Ti1ydokoe o0ydenue, Random Forest,
XGBoost, Monte Carlo Dropout, kanibpoBka



Azorbaycan Miihandislik Akademiyasinin Xobarlori
2026, ONLINE
M.E. Rahimov

Herald of the Azerbaijan Engineering Academy
2026, ONLINE
M.E. Rahimov

Introduction

Customer churn prediction is now a
crucial part of data-driven customer
relationship management in today's fiercely
competitive financial landscape. Banks can
create proactive retention strategies and reduce
any financial losses by identifying clients who
are likely to quit. However, the efficacy of
conventional statistical methods for churn
prediction is limited due to the introduction of
complex and nonlinear interactions in banking
data brought about by growing digitization and
changing consumer behavior patterns [1].

In order to better capture such complex
patterns and enhance prediction performance in
customer churn analysis, machine learning
(ML) and deep learning (DL) approaches have
been widely utilized [2]. Similar benefits of
machine learning methods have also been
documented in general classification issues in
other application domains, demonstrating how
well they can extract significant patterns from
complicated datasets [3]. Because of their
resilience, capacity to understand feature
interactions, and comparatively consistent
generalization performance, ensemble-based
models like Random Forest (RF) and XGBoost
have proven to be highly predictive in banking
applications [1, 4].

Recent research has revealed that many
high-performance machine learning models
have a tendency to generate poorly calibrated
probability estimates, frequently displaying
overconfident predictions that may lower the
dependability of decision-making in financial
systems, despite their strong discriminative
capability [5]. Growing interest in calibration
analysis and uncertainty quantification as
supplementary evaluation dimensions beyond
traditional accuracy-oriented measures has
been spurred by this constraint.

In order to increase the reliability of

probabilistic ~ predictions  in  practical
applications, proper calibration seeks to
guarantee consistency between expected

probability and observed outcomes. In this
regard, deep neural networks enhanced with
Monte Carlo Dropout (MCDO) have drawn
interest as a useful approximation for Bayesian
inference that makes it possible to estimate the
epistemic uncertainty related to model
parameters [5]. In high-risk financial situations,
where accurate prediction is just as important
as accurate confidence estimation, this kind of
uncertainty awareness is especially pertinent.

Few studies have combined
discriminative  performance,  calibration
quality, and uncertainty estimates inside a
single evaluation framework for banking churn
prediction, despite recent research showing
significant advancements in churn prediction
utilizing sophisticated ML and DL models. The
majority of current research ignores the
dependability of probabilistic outputs and their
consequences for decision support systems in
favor of concentrating mostly on classification
accuracy.  Thus,  creating  prediction
frameworks that are well-calibrated and aware
of uncertainty continues to be a pertinent and
important area of study in contemporary
banking analytics.

Review of related work and problem
statement. Machine learning-based methods
considerably outperform conventional
statistical models in capturing intricate and
nonlinear  consumer  behavior  patterns,
according to recent research on bank customer
churn prediction. Specifically, when applied to
real banking datasets with high complexity and
class imbalance, ensemble learning techniques
have shown great discriminative power.
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Random Forest and XGBoost consistently
outperform single classifiers across various
sampling strategies, with classification
accuracies ranging from 87% to 96% and ROC-
AUC values between 0.90 and 0.93, according
to a thorough evaluation of several supervised
learning models carried out on actual bank
customer data [2]. Furthermore, robust and
balanced performance under class-imbalanced
situations, which are frequently seen in churn
prediction problems, is indicated by reported
Fl-scores above 0.78. These findings
demonstrate how well ensemble-based models
can detect high-reliability, churn-prone clients
in real-world banking settings.

Recent research has focused more on
model  transparency and  probabilistic
trustworthiness as essential prerequisites for
practical implementation in financial decision-
making systems, going beyond overall forecast
accuracy. The optimized model obtained
accuracy, precision, recall, F1-score, and AUC
values all exceeding 0.95, with certain metrics
reaching up to 0.97, according to an
interpretable churn prediction framework
based on XGBoost, imbalance handling, and
SHAP-based explainability [6]. Additionally,
important churn drivers like transactional
intensity, customer tenure, and service usage
frequency were found using feature
contribution analysis utilizing SHAP. By
combining transparent decision support with
excellent  predictive  performance, this
technique represents a practical development
that helps banks understand not only which
clients are likely to churn, but also why.

The excellent performance of classical
ensemble models when improved through
optimization approaches is further supported
by recent empirical data. A Genetic Algorithm—
optimized XGBoost (GA-XGBoost) model

was used to investigate bank card customer
churn on real transactional data. The results
were  extremely  competitive,  correctly
identifying 452 out of 488 churn customers
with a recall of 0.9262 and correctly classifying
2487 out of 2551 non-churn customers with a
non-churn accuracy rate of 0.8760 [7].
Additionally, a ROC-AUC value of 0.9912,
which shows almost perfect separation between
churn and non-churn clients, verified the
model's overall discriminative capacity. The
use of genetic algorithms for XGBoost
hyperparameter optimization with AUC as the
fitness function and the incorporation of
SHAP-based global and local explanations to
lessen the black-box nature of ensemble
models are the main innovations of this work.
Nevertheless, the model does not specifically
handle predictive uncertainty and depends on
deterministic probability estimations, despite
the high performance metrics.

While predictive performance measures
have  gradually increased, probability
calibration, uncertainty awareness, and
business-oriented evaluation criteria are still
understudied in churn prediction research,
according to recent analytical surveys and
review studies. Even while churn mitigation
solutions in banking often rely on risk
thresholds and confidence levels rather than
binary class labels alone, many previous
research prioritize accuracy-based
measurements,  frequently ignoring the
dependability of anticipated probability.
Because of this, sophisticated machine learning
models can provide overconfident forecasts,
which would restrict their usefulness and
possibly result in an ineffective use of retention
resources.
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The purpose of this work is to
overcome the constraints noted in the literature
regarding probability reliability and decision-
oriented evaluation while examining the
efficacy of ensemble-based machine learning
models for bank customer churn prediction.
The study specifically focuses on creating and
evaluating churn prediction frameworks that
combine robust discriminative performance
with  interpretable and  well-calibrated
probabilistic outputs, making them appropriate
for risk-sensitive decision-making in banking
settings. This work aims to close the gap
between forecast accuracy and usefulness in
real-world customer retention systems by
fusing traditional ensemble models with
uncertainty-aware learning techniques.

Research methods

Dataset description and preprocessing.
A publicly accessible bank customer turnover
dataset that includes the financial, behavioral,
and demographic characteristics of retail
banking clients is used for the experimental
investigation. Customer age, credit score,
account balance, tenure, quantity of items,
activity status, and geography and gender data
are among the factors included in the dataset.
The target variable shows whether a customer
has stayed active or left the bank (churned).

To avoid information  leakage,
unnecessary identifiers (customer ID, row
number, and surname) are eliminated prior to
model development. One-hot encoding is used
to transform categorical characteristics, such as
gender and geography, while standardizing
numerical variables guarantees consistent
feature scaling. To maintain the original churn
distribution, the dataset is then divided into
training and testing subsets using stratified
sampling. In addition to ensuring data integrity,

this preprocessing pipeline offers a solid basis
for uncertainty-aware churn  prediction
modeling.

Machine learning models. An ensemble
learning technique called Random Forest (RF)
builds several decision trees using random
feature selection and bootstrap sampling, then
aggregates their predictions to enhance
resilience and generalization performance. RF
has been extensively used in banking analytics
and customer churn prediction tasks, especially
in class-imbalanced situations, because of its
capacity to describe nonlinear connections and
reduce variation through ensemble averaging
[8].

By maximizing a regularized objective
function, the gradient boosting framework
XGBoost creates additive tree-based models
that facilitate effective learning of intricate
feature relationships. XGBoost is a cutting-
edge method for churn prediction in financial
datasets, where high predictive accuracy and
stability are necessary, thanks to its scalability,
integrated  regularization, and  potent
discriminative capabilities [9].

By executing several stochastic forward
passes during inference, neural networks in
conjunction with Monte Carlo Dropout
(MCDOQ) offer an uncertainty-aware learning
paradigm. In risk-sensitive applications like
banking decision-making systems, this method
approximates Bayesian inference and allows
for the estimate of predictive uncertainty in
addition to point predictions [10].

Evaluation Metrics A number of
performance and calibration metrics, such as
the Area Under the Receiver Operating
Characteristic Curve (AUC), Fl-score, Brier
score, Expected Calibration Error (ECE), and
predictive uncertainty, were used to guarantee
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a thorough assessment of both discriminative
performance and probabilistic reliability.

The model's overall discriminative
capacity across all potential classification
thresholds was assessed using the Area Under
the Receiver Operating Characteristic Curve
(AUC), which shows how effectively the
model distinguishes between churn and non-
churn customers independent of a set decision
boundary [11]. Equation (1) defines the AUC

metric as follows:
1

AUC = f TPR(t) dFPR(¢) (1)
0

where the true positive rate (TPR) and false
positive rate (FPR) are indicated, respectively.

The F1-score, a balanced performance
metric that combines precision and recall, was
used to alleviate the class imbalance frequently
found in churn prediction datasets [12]. As
stated in Eqg. (2), the F1-score is calculated as
the harmonic mean of precision and recall.

_ 2 - Precision - Recall

F1= (2

Precision + Recall

The Brier score, which calculates the
mean squared difference between expected
probability and observed binary outcomes, was
used to assess the accuracy of anticipated
probabilities in addition to classification
performance [13]. Better probabilistic accuracy
and calibration are indicated by lower Brier
score values. Equation (3) defines the Brier
score:

N
1
Brier = NZ(E — ¥i)? (3)
=1

where p; represents the predicted probability
and y; denotes the true class label.

To further assess probability calibration
quality, the Expected Calibration Error (ECE)
was computed, measuring the discrepancy

between predicted confidence levels and
empirical accuracy across probability bins [14].

The ECE metric is defined as shown in Eq. (4):

M
B
ECE = lN—ml lacc(B,y,)
m=1

4
= conf (By)|

where B,, denotes the set of samples in the m-
th probability bin, acc(B,,) is the empirical
accuracy, and conf(B,) is the average
predicted confidence within that bin.

Monte Carlo Dropout was used to
quantify predictive uncertainty for uncertainty-
aware modeling by calculating the standard
deviation of predicted probability derived from
several stochastic forward passes during
inference [10]. Eqg. (5) illustrates how the
prediction uncertainty is computed:

S
1
Uncertainty = —Z(ﬁ(s) —p)2
5
S L )

where S denotes the number of Monte Carlo
forward passes and P represents the
predicted probability from the s-th pass.

By allocating a gain of 500 AZN to each
correctly identified churn client and a cost of
100 AZN to each false positive prediction, a
profit-based metric was employed to quantify
the economic impact of churn prediction. The
projected profit was calculated using the
formula defined in Eq. (6):

Profit=500-TP—100-FP (6)

Results and discussions

Predictive accuracy and calibration
quality vary significantly amongst the used
models, according to the performance
comparison. As shown in Table, the Random
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Forest (RF), XGBoost, and Neural Network
(NN) combined with Monte Carlo Dropout
(MCDO) each provided competitive but
distinct outcomes. The Random Forest (Deep

and an expected profit of 118,000 AZN. The
model showed relatively low uncertainty
(0.019) but a higher calibration error (ECE =
0.108), suggesting that while its classifications

Ensemble) achieved a balanced performance,  were stable, the confidence levels were
with an AUC of 0.842, an F1-score of 0.777,  somewhat overestimated.
Table — Comparative performance of models
Model AUC F1-Score | Brier ECE Uncertaint Profit
Y (AZN)
R (Deep 0.842 0.777 | 0130 | 0.108 0.019 118.000
Ensemble)
XGBoost 0.833 0.794 0.127 0.088 0.031 111.900
NN + MCDO 0.863 0.631 0.103 0.026 0.059 111.500

With an estimated return of 111,900
AZN, the XGBoost model generated the
highest F1-score (0.794) among all the models,
with an AUC of 0.833. The dependability curve
did, however, show a moderate calibration
deviation (ECE = 0.088), suggesting minor
discrepancies between expected probabilities
and actual results.

The most reliable calibration
performance and uncertainty representation
were obtained by the Neural Network with
Monte Carlo Dropout (NN + MCDO). Its
probabilistic outputs were more in line with the
real class frequencies, as seen by the AUC
value of 0.863 and the lowest calibration error
(ECE = 0.026). The MCDO model
demonstrated a more reliable confidence
estimation and realistic uncertainty distribution
(0.059), even though it had a slightly lower F1-
score  (0.631) than  XGBoost. This
characteristic is crucial for financial prediction
systems because it improves interpretability
and encourages more risk-aware decision-
making.

Overall, the comparison shows that the
NN + MCDO technique showed better
calibration strength, less overconfidence, and
more consistent uncertainty quantification
while Random Forest and XGBoost produced
great discriminative power. Because of these
features, it is especially appropriate for
financial settings that demand accurate
probabilistic forecasts.

The dependability curve for the Neural
Network with Monte Carlo Dropout (NN +
MCDO) is shown in Figure Perfect calibration
is represented by the diagonal dashed line,
where the estimated probability and actual
event frequencies should coincide. The model's
confidence levels are in good agreement with
observed results, as evidenced by the NN +
MCDO curve's strong adherence to this
reference line across the majority of probability
bins.
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Reliability (Calibration) Curve - NN + MCDO

1.0 4 —® NN + MCDO

0.8

e
o

True frequency
o

=y

|

0.2

0.0

0:0 0:2 0.I4 0:6 O.IS l:U
Predicted probability

Figure — Reliability (Calibration) curve of the
NN + MCDO model

This behavior demonstrates that the
MCDO-based neural network minimizes
overconfidence and enhances interpretability
while  producing extremely dependable
probabilistic outputs. The low calibration error
(ECE = 0.026) shown in Table 6 is reflected in
the minimal difference between expected and
true frequencies.

Conclusion

The wusefulness of uncertainty-aware
machine learning models for forecasting
customer attrition in the banking industry was

investigated in this study. As evidenced by
improvements in calibration error (ECE
decreased to 0.026) and probabilistic alignment
(AUC  reaching 0.863), the results
demonstrated that combining probabilistic
reasoning and calibration measures improves
both the interpretability and reliability of
prediction outcomes.

The ensemble-based methods guaranteed
high predictive strength and financial
profitability, achieving F1-scores up to 0.794
and expected profits of 118,000 AZN, while the
neural network with Monte Carlo Dropout
produced the most stable and well-calibrated
probabilistic outputs (ECE = 0.026, uncertainty
= 0.059). These results highlight the
importance of a model's dependability in
addition to its accuracy, particularly when
forecasts have an impact on actual financial
decisions.

Future research could enable adaptive,
risk-sensitive, and customer-centric decision
systems in digital banking by expanding
uncertainty quantification techniques to hybrid
and federated learning frameworks.
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